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A. DERIVATION OF GROUP-LEVEL NORMAL OGIVE IRT MODEL

This appendix derives the group-level model in Equation 3 in the main text of the paper.
The same result is shown by Mislevy (1983), but our derivation is different.
The model depends on the following assumptions:

1. The responses to question j are independent conditional on 0,4, k;, and o;.

2. Within each group, the 6;, are normally distributed with group-specific means and com-

mon variance: 6;, ~ N(,, o). Note that the common variance implies homoskedas-
ticity of the group ability distributions.

3. The ny; subjects in group g who answer question j were randomly sampled from that
group, independently from the ng; who answer question j* # j. (This assumption
would be violated if each respondent answered more than one question.)

Equation (2) in the main text implies that respondent ¢ in group g answers item j correctly
if and only if
(eig—ﬁj)/O'j—FEij > 0. (1)

Multiplying by o;, the inequality in Equation 1 becomes
Qig — Kj + €05 > 0. (2)

Letting z;4; = 0,5 — K; + €;;0;, the probability that a randomly sampled member of group g
correctly answers question j is

Pr[yigj = 1] = PI‘[ZZ‘gj > 0] (3)
By Assumption 3, the individual abilities 6;, are distributed N(6,, ¢2). Since ¢;; has a
standard normal distribution, the term €;;0; is distributed N(0, ¢7). The sum of two inde-
pendent normal variables has a normal distribution with mean 1 + s and variance o + o2
(DasGupta, 2011, 326), so:

Zigj ~ N0y — K, 05 + 07) (4)

Since the CDF of a normal variable X ~ N(u, 0?) is ®(*>#), the CDF of z; is:

x_(ég_ﬁj)

/ 2 2
09+0j

Pr[z;,; < z] = @

] (5)



which implies:
0— (6 — &)

[ 2 2
O'e—l-O'j

= 1= 2[=(0, — r;)/\/0f + 0]

Prlz,; > 0] = 1 — @] ]

= ®[(0, — K;)// 05 + 7]
= Dgj (6)

“In other words,” writes Mislevy (1983, 278), “if [x;] and o; are the item threshold and dis-
person parameters in the subject-level model, then [x;] and , /o + o7 are the item threshold

and dispersion parameters in the group-level model.” The response to each question being
a Bernoulli draw with constant probability py;, the sum of correct answers in group g is
distributed s,; ~ Binomial(ngj, p,;), where ngy; is the number of valid responses to question

7 in group g.



B. DIRECTED ACYCLIC GRAPH

Dynamic Model  Hierarchical
[ 1™—7  Model Group-Level IRT Model

Figure 1: Directed acyclic graph of the dynamic hierarchical group-level IRT model (priors
omitted). Squares and circles indicate, respectively, observed and unobserved nodes. Groups
are indexed by g, items by 7, and time periods by t. The target of inference is Q_Qt: mean
latent opinion in each group in each time period.



C. STAN CODE FOR GROUP-LEVEL IRT MODEL

data {
int<lower=1> G; // number of covariate groups
int<lower=1> Q; // number of items/questions
int<lower=1> T; // number of years
int<lower=1> N; // number of observed cells
int<lower=1> S; // number of geographic units (e.g., states)
int<lower=1> P; // number of hierarchical parameters, including geographic
int<lower=1> H; // number of predictors for geographic unit effects
int<lower=1> H_prior; // number of predictors for geographic unit effects (t=1)
int<lower=1> D; // number of difficulty parameters per question
int<lower=0,upper=1> constant_item; // indicator for constant item parameters
int<lower=0,upper=1> separate_years; // indicator for no over—time smoothing
int s_vec|[N]; // long vector of responses
int n_vec[N]; // long vector of counts
int<lower=0> MMM[T, Q, G]; // missingness array
matrix<lower=0, upper=1>[G, P|] XX; // indicator matrix for hierarchical vars.
row_vector [H] ZZ[T, S]; // data for geographic model
row_vector [ H_prior| ZZ_prior[l, S]; // data for geographic model

}

transformed data {

}

parameters {
vector [Q] diff_raw [D]; // raw difficulty
vector<lower=0>[Q] disc.raw; // discrimination
vector [T] xi; // national mean (common intercept)

vector [P] gamma[T]; // hierarchical parameters

vector [T] delta_lag; // weight placed on geo. effects from prev. period
vector [H] delta_pred[T]; // weight on geographic predictors

vector [H_prior] delta_pred_prior; // weight on geographic predictors (t=1)

vector [G] theta_bar[T]; // group mean ability
vector<lower=0>[T] sd_theta_bar; // sd of group ability means (by period)
vector<lower=0>[T| sd_theta; // sd of abilities (by period)
real<lower=0> sd_geo; // prior sd of geographic effects
real<lower=0> sd_geo_prior; // prior sd of geographic effects (t=1)
real<lower=0> sd_demo; // sd of demographic effecs
real<lower=0> sd_innov_delta; // innovation sd of delta_pred and delta_lag
real<lower=0> sd_innov_logsd; // innovation sd of sd_theta
real<lower=0> sd_innov_gamma; // innovation sd of gamma, xi, and (opt.) diff
}
transformed parameters {
vector [Q] diff [D]; // adjusted difficulty
vector [Q] kappa[D]; // threshold
vector<lower=0>[Q] disc; // normalized discrimination
vector<lower=0>[Q] sd.item; // item standard deviation
vector<lower=0>[Q] var_item; // item variance
vector<lower=0>[T] var_theta; // variance of abilities
vector [G] xb_theta_bar[T]; // linear predictor for group means
vector [G] z[T, Q]; // array of vectors of group deviates
real prob[T, Q, G]; // array of probabilities
// Identify model by rescaling item parameters (Fox 2010, pp. 88-89)



// scale (product = 1)
disc <— disc.raw x pow(exp(sum(log(disc.raw))), (—inv(Q)));

for (q in 1:Q) {
sd_item [q] <— inv(disc[q]); // item standard deviations
}

for (d in 1:D) {
// location (mean in first year = 0)
diff [d] <— diff_raw[d] — mean(diff_raw [1]);
kappa[d] <— diff[d] ./ disc; // item thresholds
}
var_item <— sd_item .x sd_item; // item variances
// Abilities
var_theta <— sd_theta .x sd_theta; // within—group variances of abilities
for (t in 1:T) { // loop over years
xb_theta_bar[t] <— xi[t] + XX % gamma[t]; // Gxl = GxP % Pxl
for (q in 1:Q) { // loop over questions
real var_tq; //
var_tq <— sqrt(var_-theta[t] + var_item[q]);
// Group—level IRT model

if (constant_item = 0) {

z[t, q] <— (theta_bar[t] — kappa[t][q]) / var_tq;
if (constant_item =— 1) {

z[t, q] <— (theta_bar[t] — kappa[l][q]) / var_tq;

for (g in 1:G) { // loop over groups
prob[t, q, g] <— Phi_approx(z[t, q, g]); // fast approx. of normal CDF
} // end group loop
} // end question loop
} // end year loop
// Convert counts and probabilities from array to vector
}
model {
// TEMPORARY VARIABLES
real prob_vec[N]; // long vector of probabilities (empty cells omitted)

int pos;
pos <— 0;
// PRIORS
if (constant_item =— 1) {
diff_raw [1] 7 normal(0, 1); // item difficulty (constant)

¥

disc.raw = lognormal (0, 1); // item discrimination

sd_geo = cauchy (0, 2.5); // sd of geographic effects

sd_geo_prior ~ cauchy (0, 2.5); // prior sd of geographic effects

sd_.demo ~ cauchy (0, 2.5); // prior sd of demographic parameters

sd_innov_delta ~ cauchy(0, 2.5); // innovation sd of delta_pred/delta_lag
(0, 2.5); // innovation sd. of gamma, xi, and diff

0

sd_innov_gamma ~ cauchy
sd_innov_logsd ~ cauchy (0, 2.5); // innovation sd of theta_sd
for (t in 1:T) { // loop over years
if (separate_years =— 1) { // Estimate model anew each period
xi[t] 7 normal(0, 10); // intercept

for (p in 1:P) { // Loop over individual predictors (gammas)
if (p<=19S) gamma[t][p] ~ normal(ZZ[t][p]xdelta_pred[t], sd_geo);
if (p > S) gamma[t][p] ~ normal(0, sd_demo);



}
}
if (t = 1) {

if (constant_item = 0)
diff raw[t] ~ normal(0, 1); // item difficulty
}

// Priors for first period
sd_theta_bar[t] ~ cauchy (0, 2.5);
sd_theta[t] = cauchy (0, 2.5);
delta_lag[t] ~ normal (0.5, 1);
delta_pred [t] = normal(0, 10);
delta_pred_prior ~ normal(0, 10);
if (separate_years =— 0) {
xi[t] 7 normal(0, 10); // intercept
for (p in 1:P) { // Loop over individual predictors (gammas)
if (p<=8) {
gamma[t|[p] = normal(ZZ_prior[1l][p]*delta_pred_prior,
sd_geo_prior );

if (p > S) gamma[t][p] ~ normal(0, sd_demo);

}

if (¢t > 1)
// TRANSITION MODEL
// Difficulty parameters (if not constant)
if (constant_item = 0) {
diff raw[t] ~ normal(diff_-raw [t — 1], sd.innov_gamma );

// predictors in geographic models (random walk)
delta_lag[t] ~ normal(delta_lag|[t — 1], sd_innov_delta);
delta_pred [t] ~ normal(delta_pred|[t — 1], sd_innov_delta);
sd_theta_bar[t] ~ lognormal(log(sd_theta_bar[t — 1]), sd_innov_logsd);
sd_theta[t] ~ lognormal(log(sd_theta[t — 1]), sd_innov_logsd);
if (separate_years =— 0) {
// Dynamic linear model for hierarchical parameters
xi[t] 7 normal(xi[t — 1], sd.innov_gamma); // intercept
for (p in 1:P) { // Loop over individual predictors (gammas)
if (p<=8) {
gamma[t|[p] ~ normal(delta_lag|[t]+*gammalt — 1][p] +
ZZ[t][p]*delta_pred[t], sd_innov_gamma);

if (p > S) gamma[t]|[p] ~ normal(gammal[t — 1][p], sd_innov_gamma );

}
}
// RESPONSE MODEL
// Model for group means
// (See ‘transformed parameters’ for definition of xb_theta_bar)
theta_bar[t] ~ normal(xb_theta_bar[t], sd_-theta_bar[t]); // group means
for (q in 1:Q) { // loop over questions

for (g in 1:G) { // loop over groups

if MMM[t, q, g] = 0) { // Use only if not missing
pos <— pos + 1;



prob_vec[pos] <— prob[t, q, g];

}
+ // end group loop
} // end question loop

} // end time loop
// Model for group responses
s_.vec ~ binomial(n_vec, prob_vec); // fully vectorized
}
generated quantities {
vector<lower=0>[T] sd_total;
for (t in 1:T) {
sd_total [t] <— sqrt(variance(theta_bar[t]) + square(sd-theta[t]));
}



D. MODEL EXTENSIONS

An advantage of our framework is that our model can (and should) be modified to suit
particular analytic purposes. Here, we consider three such possibilities: time-varying item
parameters, heterogeneous within-group variances, and a multidimensional latent space. We
sketch ways of implementing these extensions to our model and describe applications where
they might be useful.

D.1. Time-Varying Item Parameters

One possible extension to the model would be to allow the item parameters for each question
to evolve over time. The assumption of a constant mapping between the latent € space and
the response probabilities is very useful because it justifies the comparability of estimates
over time.! For certain items, however, it is clearly implausible, especially with regard to
the difficulty parameter «;.?

One possibility is to specify a local-level transition model for o;;:

ajy ~ N(aj_1, 03). (7)

Based on our experimentation with this model, we have found that it helps to identify the
model if the difficulty innovation variance o7, is defined in terms of 02, as in o, = /0.
Substantively, the ratio of o, to o, encodes prior beliefs about the magnitude of item-
specific change across periods relative to aggregate change in égt. The downside of allowing
a;¢ to vary by period is a substantial increase in the number of parameters and as well as
in the computational burden of the model. In addition, by altering the mapping between
manifest responses and latent opinion, the evolution of item difficulties also complicates
the interpretation of opinion estimates from different periods. Whether these additional
complexities are worthwhile depends on the application.

D.2. Heteroskedasticity Across Groups
As defined in this paper, our model allows 6, to vary across groups and time but con-

strains the distributions of ¢, within groups to be homoskedastic within each period
(009t = 094, Vg). This may be misleading if some demographic groups are more hetero-

LOther dynamic IRT models, notably Martin and Quinn (2002), achieve comparability over time via a
different route. In their Supreme Court application, no cases are repeated and so are not available to
bridge across time. Rather, their estimates are comparable across time under the random-walk assumption
for the innovation of ideal points and the prior distributions for the item parameters. Other approaches,
such as Poole and Rosenthal’s (2007) DW-NOMINATE, bridge by constraining ideal-point change to be a
polynomial function in time. For an example of cross-period bridging using repeated items, see Asmussen
and Jo (2011).

2Questions gauging support for gay marriage are an obvious example. While these questions may discriminate
well between liberals and conservatives at any point in time, the long-term liberal trend on these questions
is not shared by other policy questions. Rather, this issue appears to be governed by idiosyncratic long-term
dynamics. Ideally, one would want to account for such issue-specific trends while still allowing the issue to
inform cross-sectional differences as well as short-term fluctuations in liberalism.



geneous than others. For example, in many states African Americans may have more ho-
mogenous political preferences than other racial groups, particularly if whites and Hispanics
are categorized together, as they often are. It is also possible that, over time, demographic
groups may become more or less internally diverse. Heterskedasticity of either form may be
accommodated by allowing oy, to vary across groups as well as time.?

The simplest heteroskedastic specification of the model would simply estimate group-
specific values of 0y;. However, for the same reasons that it makes sense to model égt as a
function of group covariates, it may also be advantageous to model the oy 5. One possible
approach is a variance-function regression, which models the variance of the error term as a
function of covariates, possibly the same ones as used to model the mean (Park, 1966; see
Western and Bloome, 2009 for a Bayesian implementation). One common specification is a
log-normal regression. So, for example, the vector of within-group variances of 6; could be
modeled as

oj ~ LN(XX, o2,), (8)

where X is a matrix of group characteristics (including an intercept), A is a vector of co-
efficients, and o2 , 1s the prior variance of o3 on the log scale. In addition to potentially
providing a better fit to the data, the group variance vector o3 might be of substantive
interest for its own sake.

D.3. Multidimensionality

A third natural extension to the model would be to allow for multiple latent dimensions.
The question of whether the issue attitudes of the mass public are best modeled with one
or multiple dimensions, or possibly none, is an old one and not easily resolved. Between the
extremes of unidimensionality (e.g., Jessee, 2009; Tausanovitch and Warshaw, 2013) and little
structure at all (e.g., Converse, 1964) lie studies that identify two or three latent dimensions
(e.g., Poole, 1998; Peress, 2013). One issue with these multidimensional findings is that
secondary dimensions often lack substantive interpretation and do not always correspond to
the typical classification of questions into economic, social, and other issue domains (Ellis
and Stimson, 2012; cf. Miller and Stokes, 1963; Ansolabehere, Rodden and Snyder, 2008;
Treier and Hillygus, 2009).

Adding a second or even a third dimension to the group-level IRT model might shed new
light on this long-standing debate. However, it is also likely to exacerbate the computational
complexity of the IRT model by greatly increasing the number of parameters (which is ap-
proximately proportional to the number of dimensions) as well as the difficulty of identifying
the model and mixing through the posterior distributions. As a result, successful estimation
of a multidimensional model might require that the model be simplified in other ways (e.g.,
with groups defined only by state).

30n a side note, it would also be possible to allow the variance of the response-level error term e;j, which cur-
rently has a standard normal distribution, to vary across groups. This would be equivalent to the approach
of Jessee (2010) and Lauderdale (2010), who use such heteroskedasticity to allow for some individuals to be-
have more “spatially” than others. While the specification would be slightly different, both their approach
and the one outlined above would have a similar effect of inflating the denominator of the group-level IRT
model (Equation 13 in the main text) with an additional variance component.



E. APPLICATIONS
In this section, we consider two additional applications of our model.
E.1. Mass Support for the New Deal, 19536—-1952

In the mid-1930s, just as Franklin Roosevelt’s New Deal program of liberal reform was
reaching its peak, commercial survey firms began fielding the first national opinion polls.
The advent of systematic polling was thus well-timed to document the shifts in mass opinion
that occurred in the wake of this political watershed. By 1952, when the first American
National Election Study was fielded, George Gallup and others had conducted hundreds of
commercial opinion polls, querying a total of over one million Americans for their opinions
on a multitude of political attitudes and topics (Converse, 1987). Recently, a team led by
Adam Berinsky and Eric Schickler has cleaned and standardized the data from these early
polls, making them much more accessible to political scientists (Berinsky et al., 2011).

Aside from data issues, a major problem with these early polls is that they were collected
with quota-sampling techniques that rendered them unrepresentative of the U.S. population.
It is therefore desirable to weight the polls to match known population benchmarks, such
as the racial and occupational make-up of each state (Berinsky, 2006). Another difficulty
is that a given respondents was rarely asked more than a couple of political questions, and
few questions were asked in consistent fashion over many polls. These limitations present
a substantial challenge to summarizing the enormous amount of information contained in
these polls, either at the individual level (in the form of dimension-reduction techniques)
or over time (by, say, tracking consistent question series). These difficulties are what first
motivated us to develop the dynamic group-level IRT model described in this paper.

The data for this analysis were derived from quota-sampled Gallup polls fielded between
November 1936 and December 1952. These polls contain 453 unique question series asked
in identical form across time. Three-quarters of the questions were asked in only a single
year; just 18 were asked in more than three different years. Only questions related to such
New Deal issues as labor unions, taxation, regulation of the economy, and social welfare were
included. A total of 644,370 unique respondents are represented in the data. We coded their
responses as either favoring or opposing the New Deal, dichotomizing ordinal responses at
an appropriate midpoint.

Respondents were grouped into categories defined by State and race-by-region variable
(White South x Black) with three levels: black, Southern white, and non-Southern white.*
Within each group, respondents were poststratified to match the joint distribution of Female
and Professional in the population, and the group totals were weighted accrodingly. Includ-
ing these variables in the model ameliorates the biases introduced by the severe gender,
occupational, racial, and regional discrepancies between the poll samples and the popula-
tion. Mean support for the New Deal in each group was modeled hierarchically as an linear
combination of State and White South x Black. Except in the first year, when the state
intercepts were modeled as a function of four-category region, no state-level characteristics

4Following Gallup’s regional categorization scheme, the South was defined as the eleven states of the former
Confederacy plus Kentucky and Oklahoma.
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Figure 2: Dynamic group IRT estimates of mean support for the New Deal in the United
States, 1936-52. Error bars represent 1 and 2 standard deviations around the mean of the
posterior distribution. The estimates have been standardized by the cross-sectional standard
deviation of New Deal support in the median year.

were included in the model.

One of the virtues of estimating opinion by group is that the group estimates can be
weighted to match whatever the population of interest happens to be. In this case, it is
useful to focus not on the U.S. adult population as a whole, but rather on the population
minus Southern blacks. We do this for two reasons. First, in this period Southern blacks
were almost entirely disfranchised, so they were not part of the potential electorate (Key,
1984[1949]). Second, for this reason, blacks were severely undersampled in Southern states, so
our estimates for Southern blacks would be extrapolating heavily (via the multilevel model)
from the opinions of Northern blacks. Thus, though black respondents from the South were
included in the data used to estimate the model, we poststratify the estimated group means
to match the population minus Southern blacks, implicitly given them zero weight in our
estimates for Southern states. All estimates below are based on this definition of the U.S.
population.

Figure 2 plots estimated mean support for the New Deal in the United States between
(the last two months of) 1936 and 1952. The figure displays a large and sharp turn against
the New Deal that coincided with U.S. mobilization for the Second World War (1941-42).
Since the estimates have been scaled by the standard deviation across individuals in a typical
year, the figure implies that that the American public moved almost half a standard deviation
to the right between 1940 and 1942. Aside from an anomalous deviation in 1950—which
may reflect the small number of questions (seven) in that year—national support for the
New Deal was relative stable after 1942.

Now consider the cross-sectional state comparisons presented in 3, which require less-
stringent assumptions than do the over-time comparisons. These maps reveal a striking
realignment of state opinion between 1937 and 1943, as the South transformed from the
region most supportive of the New Deal to the most conservative region. While the South’s

11



Figure 3: State support for New Deal liberalism in 1937, 1943, and 1949. Estimates have
been centered and standardized in each year to accentuate the color contrasts.

turn against liberalism has been noted by scholars (e.g., Ladd and Hadley, 1975), this is the
first time its extent and timing has been documented with any precision.

The state-level opinion estimates also permit examination of the relationship between
mass liberalism and the voting records of their representatives in Congress. Figure 4 plots
the average first-dimension DW-NOMINATE score of state Senate delegations against mean
support for New Deal liberalism in the state publics. Two noteworthy patterns emerge from
this graph. First, consistent with Figure 3, the Southern white public began the period more
liberal than the rest of the nation but quickly become more conservative than average. This
sharp regional shift is an exception to the normal pattern of state ideological stability, at
least in survey-based measures (for a debate on this point, see Berry et al., 2007 and Erikson,
Wright and Mclver, 2007).

Second, within each region, mass liberalism and Senate conservatism are quite negatively
correlated, especially after 1942. The empirical correspondence between these theoretically
related measures provides additional construct validation for our model. The strength of
the relationship in the (white) South is somewhat surprising, however, given the absence of
partisan competition in the one-party region and the fact that many whites were disfranchised
along with blacks (Key, 1984[1949]; Mickey, 2014). But it is consistent with other recent
evidence of representatives’ responsiveness to the preferences of the potential electorate in
the one-party South (Schickler and Caughey, 2011; Caughey, 2012).

12
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Figure 4: Relationship between mean liberalism of state publics and mean conservatism of
state Senate delegations (as measured by first-dimension DW-NOMINATE scores). State
opinion estimates exclude Southern blacks, who were disenfranchised at this time. Estimates
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are pooled within two-year periods corresponding to congressional sessions.
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E.2. State Confidence in the Supreme Court, 1965-2010

Public opinion on the Supreme Court plays a key role in many theories of judicial politics
(for an overview, see Persily, Citrin and Egan, 2008). A major theme in this literature is the
effect of public confidence in the Supreme Court on the interaction between the Court and
other branches. Because the Court is sensitive to how it is perceived by the public (Baum,
2009), it is more likely to issue unpopular decisions or strike down acts of Congress when
it is relatively popular (Caldeira, 1987; Carrubba, 2009; Clark, 2011; Hausseger and Baum,
1999). Congress is also sensitive to how the Court is perceived by the public. Members of
Congress are more likely to support legislation that limits the Court’s power when public
support for the Court is low (Clark, 2009, 2011). In addition, scholars have examined the
factors that explain changes in the public’s confidence in the Court over time. Mondak and
Smithey (1997) find that the Court’s support erodes when its decisions diverge from the
ideological preferences of the American public.

Previous empirical work on the role of public opinion in judicial politics has been ham-
pered by the difficulty in measuring confidence in the Court either over time or across states.
Clark (2009) writes that “public opinion data about the Court are notoriously sparse” (p.
979). Scholars have generally measured support for the Court using aggregated responses to
the General Social Survey (GSS) and Harris polls (Caldeira, 1986; Clark, 2009, 2011). But
this approach leaves scholars with just a few dozen survey responses in individual states in
a given year.” Our model builds upon previous approaches by pooling across survey ques-
tions and polling firms to estimate latent trust in the Supreme Court at the state-level. Our
dynamic model enables us to estimate latent confidence in the Supreme Court even in years
with little or no available survey data. This new measure could enable scholars to re-examine
whether Senators are more likely to support legislation that limits the Court’s power when
public support for the Court is low. It also enables scholars to expand our analysis of the
interaction between the Court and political officials to new arenas. For instance, scholars
could examine whether state-level officials are more likely to challenge the Court when the
Court is unpopular in their state.

We use data from 72 polls between 1963 and 2010 with approximately 166,000 total re-
spondents. We use four question series as indicators of confidence in the Court.® Some of
these questions have multiple ordinal response categories (e.g., “very favorable”, “favorable”,
etc.). To maximize the range of cutpoints with respect to the underlying latent variable, we
convert each ordinal variable into a set of dichotomous variables that indicate whether the
response was above a given threshold. We model the sum of each of these dichotomous vari-
ables, sampling one variable from each respondent so as to avoid having multiple responses
from a given individual.

°Clark (2011) develops better state-level estimates by using a multi-level regression with poststratification
(MRP) model with data from the GSS. But this approach provides no solution to the fact that in some
years there is no data at all available from the GSS or Harris surveys. Moreover, it fails to utilize all of the
available data from Gallup and other survey firms on judicial approval or confidence.

6We use the items: 1) Do you approve or disapprove of the way the Supreme Court is handling its job?
2) In general, what kind of rating would you give the Supreme Court? 3) Would you tell me how much
respect and confidence you have in the Supreme Court? 4) Is your overall opinion of the Supreme Court
very favorable, mostly favorable, mostly unfavorable, or very unfavorable?

14



Figure 5: Average state confidence in the Supreme Court, 1965-2010. Blue indicates greater
confidence. State estimates have been normalized in each year to highlight cross-sectional
differences.
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Hierarchical Coefficient for Black (Standardized)

Figure 6: Year-specific estimates of the hierarchical coefficent for the demographic predictor
Black. The estimates have been standardized by the cross-sectional standard deviation of
latent judicial confidence in a typical year. Gray bars indicate years for which no poll data
are available.

Figure 5 compares state-level support for the Court across the past five decades. In the
early part of the period, there is generally lower support for the Court in the South, which
probably reflects Southern whites’ dissatisfaction with the Court liberal decisions on school
de-segregation and criminal justice. In contrast, there is very strong support for the Court
in liberal, northern states during the 1960s and early 1970s. Over time, however, support for
the Court drops in northern states and rises in southern states. These changes likely reflect
the general shift in the Court’s orientation to the ideological right.

A different angle on these same phenomenon is provided by Figure 6, which plots the
yearly estimated coefficients for Black in the hierarchical model. The estimates have been
standardized by the cross-sectional standard deviation of latent judicial confidence in a typ-
ical year. In 1963, blacks were predicted to be over a standard deviation more confident in
the Supreme Court than non-blacks, conditional on their other demographic and geographic
characteristics. Black support dropped as the Court became less closely associated with civil
rights and more conservative generally. After bottoming out around 2000, blacks’ judicial
confidence rebounded, especially after the election of Barack Obama in 2008. These shifts in
blacks’ relative confidence in the Court highlight the importance of allowing the hierarchical
model to evolve over time.

We validate our estimates by using them to predict co-sponsorship of court-curbing bills in
Congress. Clark (2011) argues that legislators should be more likely to sponsor court-curbing
bills when there is substantial disapproval of the Court in the legislators’ constituency. Clark
(2011) shows that members of the U.S. House are more likely to sponsor court curbing bills
when there is substantial disapproval of the Court in their home state. However, Clark’s the-
oretical logic is actually stronger for the Senate than the House since there should be a closer
fit there between state-level estimates of judicial confidence and senators’ constituencies.
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Figure 7: Relationship between probability of sponsoring a court-curbing bill and state public
disapproval of the Supreme Court. Top row uses estimates from Clark (2011); bottom row
uses our group-level IRT estimates of confidence in the Supreme Court (reverse-coded).

In the top-row of figure 7, we replicate Clark’s results for members of the U.S. House
using his MRP-based measure of judicial confidence and co-sponsorships of court curbing
bills by representatives. As the top-right panel shows, however, Clark’s state-level estimates
of Court disapproval are uncorrelated with senatorial support for court-curbing. The bottom
row of Figure 7 conducts the same analysis using our measure of state-level confidence in
the Court (reverse-coded). Our estimates not only predict House court-curbing as well as
Clark’s, but they also predict it in the Senate. These results both reinforce the validity
of our measure of confidence in the Supreme Court and demonstrate our model’s empirical
usefulness for studying constructs other than policy preferences.
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